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r Compound channel

© Channel model
P, | X, Yn_l) = Q. (Y| X3)
Q. € Q, Q known to encoder and decoder

© Capacity

C(Q) = e 52&1 (P,Q)

@ Capacity with feedback

Cr(Q) = 52& B I(P,Q)



Feedback capacity is
defined pessimistically
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r Variable length coding

Assume Q = {0Q4,...,Q.}. Variable length coding scheme is a tuple
(M, f,g,1)

© Compound message: M = (Mq, .., M;). Let M = ]'[2:1{1, o My}

@ Encoding strategy: f = (f, f>, ...)

fi=MxY!leX

© Decoding strategy: g8 = (g1, g2, -.)

L
g, : Yt > U{({’, 1, (£,2), ..., (£, M)}
£=1

@ Sstopping time T with respect to the channel output Y?



r Operation of the scheme

@ Compound message W = (W, .., W,)
© W, is uniformly distributed in {1, ..., M,}

© Encoder

X1=W), X;=/f(W,T),

@ Decoder:

(f" W) =g:(Y1, ... Y;)

L 1y



Performance metrics

@ Probability of error P = (P, ..., P,)

Py = Po(W # W;)
©® Rate: R = (Rq,..,R})

_ E,[log M;]
¢ E,7]

L I
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Operational interpretation

*—iLEncoder

=——{ Channel

T

@ Vvariable length communication using (M, f, g, 7)

%L Decoder

—

@ Higher level application generates an infinite bit-stream

)
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@ variable length communication using (M, f, g, 7)

3( Decoder

—

@ Higher level application generates an infinite bit-stream

> Let Mmax = max{My, .., M} and M in = min{My, ..., M} }
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;—élf Channel
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© variable length communication using (M, f, g, 7)

{ Decodei—)

© Higher level application generates an infinite bit-stream

= Let Mmax = max{My, .., M;} and M i = min{My, ..., M }

@ Encoding

e Transmitter picks log, Mmax bits from the bit-stream.

e Wy is the decimal expansion of the first log, M, of these bits.
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—_— Encoder ﬂ {Decoder >
. ;

© Decoding

b=

At stopping time t, the receiver passes (W, L) to a higher layer
application.

The transmitter removes log, M; bits from the log, Mmax initially
chosen bits and returns the remaining bits to the bit-stream.



r Operational interpretation j

—aLEncoder 5—{ Channel}%{ Decoder p—=>

@ Decoding

= At stopping time 7, the receiver passes (W, L) to a higher layer
application.

& The transmitter removes log, M; bits from the log, Mmax initially
chosen bits and returns the remaining bits to the bit-stream.

\ — —

Advantage of being opportunistic: log, M; —log, Mnin

e y
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© Achievable Rate

Opportunistic capacity

Rate R = (Ry, .., Ry) is achievable if 3 sequence of coding schemes
such that for € > 0 and sufficiently large n, and forall # =1, ..., L,

1. lim,e E;[t™W] =

2. PP <eand RV =R, — ¢

L W)
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© Achievable Rate

Opportunistic capacity

Rate R = (Ry, .., Ry) is achievable if 3 sequence of coding schemes
such that for € > 0 and sufficiently large n, and forall # =1, ..., L,

1. lim,_q, Ep[t™W] = o

2. PP <eand RV =R, — ¢

The union of all achievable rates is called
the opportunistic capacity region Cr(Q)

L W)




r Error Exponents

© Error exponent

Given a sequence of coding scheme that achieve a rate vector R, the

error exponent E = (Eq, ..., E;) is given by
()

log P,
Ep = lim ——>L

L Wil



r Error Exponents

@ Error exponent

Given a sequence of coding scheme that achieve a rate vector R, the
error exponent E = (Eq, ..., E;) is given by

. log Py
By = i CE,[t™)]

For a particular rate R, the union of all possible error
exponents is called the error exponent region E(R).

L Wi



r Outline

@ Variable length coding scheme

= Achievable rate and opportunistic capacity

= Probability of error and error exponents
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= Variable length communication over DMC

= Variable length communication over compound channel
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= Lower bound on error exponent region

s Achievable coding scheme

© Example
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r Variable length communication over DMC

Special case of a compound channel when |Q] = 1.

e Burnashev-76, “Data transmission over a discrete channel with feedback:
Random transmission time”

Burnashev exponent

E(R,Q) = Bo(1~-v)

where y = R/C.

L gl J



r Variable length communication over DMC

© Achievability scheme

=

Yamamoto-ltoh-79, “Asymptotic performance of a modified
Schalkwijk-Barron scheme with noiseless feedback”.

Message mode: Fixed length code at rate C — € and length yn
Control mode: Send ACCEPT or REJECT for length (1 —y)n

Repeat until ACCEPT is received

i
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Advantage of variable length comm

2.536

Exponent

0.728

0.322

BSCp.1

Burnashev’s exponent

Rate C = 0.53 bits

i

O



r Variable length comm j
over compound channel

© Tchamkerten-Telatar-06, “Variable length coding over unknown channel”

Can we achieve Burnashev exponent
even if we do not know the channel?



r Variable length comm j
over compound channel

@ Tchamkerten-Telatar-06, “Variable length coding over unknown channel”

Can we achieve Burnashev exponent
even if we do not know the channel?

© Negative result
Restricted attention to R,/C, = constant

= Under some restricted conditions, yes.

= In general, no.

- Wt W



Error Exponent
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© Wwhat are the error exponents when conditions of Tchamkerten-Telatar-06
are not met/

@ Wwhich coding schemes achieve the best exponent?

© what about rates when R,/C, is not a constant?



r Outline

@ Variable length coding scheme

= Achievable rate and opportunistic capacity

e Probability of error and error exponents
@ Literature Overview

= Variable length communication over DMC

s Variable length communication over compound channel
© Main Result

= Lower bound on error exponent region

= Achievable coding scheme

©® Example
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r Main Result

@ Opportunistic Capacity

CF(Q) =S {(R]_, 200p RL) 0 < R{) < Cg,'g = 1, J00; L}

where C, is the capacity of DMC Q,.

L W I



r Main Result

@ Opportunistic Capacity

CF(Q) = {(R]_, J00; RL) 0 < R{) < Cf,'g = 1, J00; L}
where C, is the capacity of DMC Q,.

© Error Exponent Region

= Let T; be the exponent of the channel estimation error when the
channel is Q,. For any channel estimation scheme, (Ty,..,T/) € T .

L W I
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© Opportunistic Capacity

CF(Q) = {(R]_, 200; RL) 0 < R{) < C{),i’ - 1, 2005 L}
where C, is the capacity of DMC Q,.
@ Error Exponent Region

= Let T, be the exponent of the channel estimation error when the
channel is Q,. For any channel estimation scheme, (Ty,..,T/) € T .

= At rate R = (Ry, .., Ry), the error exponent is

E>—tp (1R
PT T +By, Y\ G
where B, = max,, y,ex D (Qe(:|xa), Qr(-|xg))

L WM I



r The achievable scheme j

pr(m)n pz(m)n
BN NN 2

B> (lAfm; mn By (lAlc; nn

Communicate in variable number of epochs. Each epoch is variable length
and consists of four phases

= Training phase of length B;(n)n. Generate channel estimate L,
> Message phase of length 8, (L™, n)n. Assume that the channel is L,,.
= Re-training phase of length B;(n)n. Generate channel estimate L.

& Control phase of length B,(L., n)n. Transmit ACCEPT or REJECT assuming
that the channel is L.

L W I J



r Proof Outline: Number of epochs j

pr(m)n p3(m)n
I NN

Bo(bmm)n  Bu(Le,m)n

@ Number of epochs K(n)

Po(K(n) = k) = pe(m)(1 — pe(n))*~, lim p,(n) =1

Number of epochs = 1

L I W
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r Proof Outline: Rate of transmission

pr(m)n p3(m)n
I NN

Bo(Lyym)n  By(Le,m)n
© Rate of transmission

. E,[# messages]
= E,[# epochs]E,[epoch length]

L I ) W
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r Proof Outline: Rate of transmission

pr(m)n p3(m)n
I NN

Bo(Lyym)n  By(Le,m)n
© Rate of transmission

. E,[# messages]
= E,[# epochs]E,[epoch length]

= [E,[# messages] = (.) (1—e” 1(n)n(.)) + (.) e’ 1on([l

~ nayR,

L WM M J
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r Proof Outline: Rate of transmission

pr(m)n p3(m)n
I NN

Bo(Lyym)n  By(Le,m)n
@ Rate of transmission

. E,[# messages]
= E,[# epochs]E,[epoch length]

> [E,[# messages] = (.) (1—e” 1(n)n(.)) + (.) e’ 1on([l

~ nayR,

= [E,[# epochs] =1
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r Proof Outline: Rate of transmission

pr(m)n p3(m)n
I NN

Bo(Lyym)n  By(Le,m)n
© Rate of transmission

. E,[# messages]
= E,[# epochs]E,[epoch length]

> [E,[# messages] = (.) (1—e” 1(n)n(.)) + (.) e’ 1on([l

~ nayR,

> [E,[# epochs] =1

= [Ep[epoch length] = E,[B1(n) + B2(£,n) + B3(n) + Ba(m)]n
X apn

L WM M J
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r Proof Outline: Rate of transmission

pr(m)n p3(m)n
I NN

Bo(Lyym)n  By(Le,m)n
© Rate of transmission

E,[# messages]

I
= E,[# epochs]E,[epoch length] |

= [E,[# messages] = (.) (1—e” 1(n)n(.)) - (.) e’ ([l

~ nayR,
> [E,[# epochs] = 1

= [Ep[epoch length] = E,[B1(n) + B2(£,n) + B3(n) + Ba(m)]n
X am

L WM M J



r Proof Outline: Error Exponents j

@ Error exponent

—log P,

I
s E,[# epochs]E,[epoch length]

L WM ) W



r Proof Outline: Error Exponents j

@ Error exponent

—log P,

I
s E,[# epochs]E,[epoch length]

= [E,[# epochs] = 1, E,[epoch length] = a,n

L NI ) W



r Proof Outline: Error Exponents

@ Error exponent

—log P,

I
i E,[# epochs]E,[epoch length]

> [E,[# epochs] = 1, E,[epoch length] = a,n

. P< (e—ﬁl(n)n(l) N e—ﬁzw,n)n(l))
y (e—[fg(n)n(l) N e—ﬁ4<&n>n(l))

X E,[# epochs]

L W I U
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r Proof Outline: Error Exponents

© Error exponent

’ —log P
i E,[# epochs]E,[epoch length]

e [E,[# epochs] = 1, E,[epoch length] = a,n
- p< (e—ﬁl(n)n(l) N e—ﬁzw,n)n(l))
y (e—ﬁs(n)n(.) N 6—34(£’.n)n(.))

X E,[# epochs]

e — log( 6—51(n)n(.) n e—ﬂz({’,n)n<.)) ~ B (m)n (.) >0

L NI ) W
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r Proof Outline: Error Exponents

@ Error exponent

—log P,

I
i E,[# epochs]E,[epoch length]

= [E,[# epochs] = 1, E,[epoch length] = a,n
. P< (e—ﬁl(n)n(l) N e—ﬁzw,n)n(l))
y (e—ﬁs(n)n(.) N 6—34(£’.n)n(.))

X E,[# epochs]

e — log( 6—51(n)n(.) n e—ﬂz({’,n)n<.)) ~ B (m)n (.) >0

( ~rseon(ill) e—ﬁ4({’,n)n<.>) > % (Bam) + Bu(l1)

L NI ) W
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r Proof Outline: Error Exponents

@ Error exponent

—log P,

I
i E,[# epochs]E,[epoch length]

= [E,[# epochs] = 1, E,[epoch length] = a,n
- ,Aoon(ll) e—b’z(f’m)n(.))
( ,Aoon(ll) e—ﬁ4(€.n)n(.))

X E,[# epochs]

= = log( e’ 1(n)n(.) g 2(€'n)n(.)) ~ B1(n)n (.) >0

> —log e_’g3(n)n(.)+e_ﬁ4(€’n)n<.> ZM s(n) + Bu(£,n
L ( WMM/I) (.)+<.>(B() Ba (e )J
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@ Variable length coding scheme

e Achievable rate and opportunistic capacity

&= Probability of error and error exponents
@ Literature Overview

= Variable length communication over DMC

e Variable length communication over compound channel
@ Main Result

= Lower bound on error exponent region

= Achievable coding scheme

@ Example
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@ Q= {BSC,,BSC1_p}, p known at encoder and decoder

I It it



r An Example

55 0><0 orl
1 lor0

® Q= {BSC,,BSC1_p,}, p known at encoder and decoder

@ capacity: C, =C;_, =1 — h(p)

L W It it



An Example

O><O or 1l
1 lor0

@ Q= {BSC,,BSC1—5,}, p known at encoder and decoder

© capacity: C, =Cy_, = 1— h(p)

@© Sslope of Burnashev exp: B, = B;_, = D(pll1 — p)

I It it
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An Example

; 0><0 or1l
1 Tor0

Q = {BSC,,BSC1_p,}, p known at encoder and decoder

Capacity: C, = C;_, = 1 — h(p)
Slope of Burnashev exp: B, = B;_, = D(pll1 — p)

Channel estimation rule: Transmit the all zero sequence as the training
sequence. Estimate BSC, if frequency of ones is less than g; else
estimate BSCq_,,.

I It it
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An Example

0 Oor1

1 lor0
Q = {BSC,,BSC1_,,}, p known at encoder and decoder
Capacity: C, = C;_, = 1 — h(p)

Slope of Burnashev exp: B, = B;_, = D(pll1 — p)

Channel estimation rule: Transmit the all zero sequence as the training
sequence. Estimate BSC, if frequency of ones is less than g; else
estimate BSCy_,,.

Exponent of training error:
T, = D(pllq) T1_p, =D —-pllq)

I It it



Performance evaluation

Communication at rate R = (R,, R1_,). Lety = R/C.

© Error exponents

_ Dlp) - D(pl1 —p)
P~ D(qllp) + D(pll1 —p)
_ D@l1-p)-D(@IL - p)
P = D(qll1 — p) + D(plll — p)

(1 _ y’p)

(1 _ yl—p)

L W I e



Performance evaluation

Communication at rate R = (R,, R1_,). Lety = R/C.

© Error exponents

D(4llp) - D(pll1 —p)
»Z Diqlp) DI —p) 1P

- D(qlll —p)-D(pll1 —p)
1= = Dqll1 — p) + D(pII1 — p)

@ Optimal threshold g

(1 - yl—p)

Choose g such that E}, = E1_,: solve for g in

(1 - yp)
(1 - Vl—p)

where @(q,p) is appropriately defined

L W It M I
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Y1i-p

0.2 0.4 0.6 0.8
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Threshold for channel estimation j

("J1c2 ]
NS ]
9 _
s
N=J
S T
o
NISE |
C')lo a
T | | | | | | | | |
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
q
\ I T AT |
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Threshold for channel estimation

Yo Yi-p q Ey, =E1
0.5 0.1 0.5861 0.3666
0.5 0.2 0.5695 0.3511
0.5 0.3  0.5501 0.3329
0.5 0.4  0.5273 0.3114
0.5 0.5  0.5000 0.2855
0.5 0.6 0.4666 0.2537
0.5 0.7  0.4247 0.2139
0.5 0.8  0.3698 0.1628
0.5 0.9  0.2918 0.0952
WM (I
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© Contributions

> Defining opportunistic capacity and corresponding error exponent
regions for compound channels with feedback.

> A simple and easy to implement coding scheme whose error
exponents are within a multiplicative factor of the best possible error
exponents

e In the presence of feedback, training based schemes can lead to
reasonable performance

L I UM I I (1
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© Contributions

= Defining opportunistic capacity and corresponding error exponent
regions for compound channels with feedback.

> A simple and easy to implement coding scheme whose error
exponents are within a multiplicative factor of the best possible error
exponents

= In the presence of feedback, training based schemes can lead to
reasonable performance

@ Future directions
= Channels defined over continuous families and continuous alphabets

= Upper bound on error exponents

L I UM I I (1
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